Facial Orientation During Multi-party Interaction with Information Kiosks
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Abstract: We hypothesize that the performance of multimodal perceptive user interfaces during multi-party interaction may be improved by using facial orientation of users as a cue for identifying the addressee of a user utterance. Multi-party interactions were collected in a user test where one participant would both interact with an information kiosk and negotiate with another person about the information to be obtained. It was found that users indeed look at the system when they speak to the system, but that they also look at the system most of the time when they negotiate with the other person. It is concluded that facial orientation by itself does not fully identify the addressee of a user utterance, but there are promising results for a combination of facial orientation and utterance length.

Keywords: Multimodal interaction, perceptive user interfaces, facial orientation

1 Introduction

The current research links to two research trends. In the field of Multimodal Perceptive User Interfaces researchers aim to create systems that exploit the natural expressiveness of the users, by allowing them to interact with the system in ways that go beyond those supported by conventional Graphical User Interfaces, e.g. by speech and gesture. In addition, multimodal-perceptive user interfaces are sensitive to aspects of behaviour that are not as such consciously controlled, but nevertheless provide useful information to the system, such as eye gaze.

A second trend is a move away from single user-single system interaction to the field of ubiquitous computing or aware environments. Researchers in this field have come to realize that their systems need to deal with situations where the interaction with the system is interleaved with other activities, including human-human interaction. In such situations, individual systems need to develop a notion of “addressee” and need to be aware of the fact that a particular user action may be addressed to someone else or to another system in the environment, the more so if the user is using speech to address other people and systems.

One possible cue that a perceptive system may have in order to determine whether it is being addressed by the user is eye gaze, or its concomitant feature facial orientation (Morency et al., 2002; Stiefelhagen & Zhu, 2002), and this is the focus of the current paper. Concretely, we investigate whether facial orientation can be used for differentiating between utterances directed to the system and utterances directed to other people in the environment.

Maglio et al. (2000) and Brumitt & Cadiz (2000) show that people look at the device that they talk to when there are multiple systems to address in a room. Vertegaal et al. (2001), confirming findings from conversation analysis, show that in multiparty conversation it is much more likely that people are looking at the person they talk to than at someone else. It enables them to monitor whether the speaker is capturing the attention of the addressee and whether the message gets across.

From these considerations we derive the hypothesis that, in a situation where a user alternates between talking to a system and talking to other people in the environment, they look at the system when addressing the system and look at the other people when addressing those other people. If so, facial orientation can be used to discard utterances that are not meant for the system. In the following we call this the Conversational hypothesis.

Alternatively, we derive a hypothesis from Argyle & Graham (1977) that the above-mentioned
forces driving gaze behaviour may be overruled by the presence of “situational attractors”, i.e. objects or situations in the environment that attract people’s eye gaze when they are talking to each other. From everyday experience we may think of a television set that draws our attention when being engaged in a conversation.

According to the Conversational hypothesis we predict that, in a situation where a user is interacting with a system and in the meantime having a conversation with another person in the environment, facial orientation indicates the addressee of an utterance and can be used to discard utterances that are not addressed to the system. According to the Situational Attractor hypothesis we predict that facial orientation does not indicate the addressee of a user utterance, because the face will be directed to the system both when the user is interacting with the system and when s/he is talking to another person in the environment.

2 Methods

A laboratory experiment was conducted in which pairs of subjects had to plan trips. The subjects negotiated particular aspects of the trips and in the meantime one of the subjects interacted with a multimodal information system to obtain train timetable information relevant to the trip.

2.1 System

The multimodal information system supported both speech input and gesture input (tapping the screen). With respect to the speech input, the interaction was user-initiated (tap-and-talk): the user could enter values for the fields in a form by tapping the corresponding fields on the screen, thereby activating the microphone for speech input (see Figure 1). Station names, times and other dates than today or tomorrow required speech input. The remaining values could be selected by direct manipulation, using the buttons on the screen. The screen would show the results of the speech recognition module, and activated buttons for the remaining values would change their state, so that the screen always gave an up-to-date view of the current state of the dialogue. Further information about the input facilities and how they can be used are given in Sturm et al. (2002).

The visual part of the interface was implemented as a Java-applet on a desktop computer with a touch screen and no keyboard. To interact with the system the users called the system with an ordinary telephone, using a headset with close talking microphone in order to keep both hands free for interaction with the touch screen. The touch screen was mounted at eye level so that the users stood in front of the screen, as if they were standing in front of an information kiosk.

2.2 Subjects and Tasks

Twelve subjects (five female and seven male) participated in the test, making up six pairs. They were all employees of Eindhoven University of Technology. After a short introduction there was some time for individual subjects to explore the system. They were told that they had to plan two trips on the basis of scenarios, one to a museum and one to a zoo, together with the other member of the pair. The participants read the scenarios and the information of the museums or zoos. Members of a pair received different versions of the scenarios, giving different opportunities and priorities for the trips, in order to stimulate discussion and negotiation. One of the members of a pair, wearing the headset with the close-talking microphone (to be referred to as User in the following), interacted with the system. The other member of the pair, to be referred to as Partner, did not interact with the system during that scenario but engaged in the discussion/negotiation with the User. Hence, the User’s utterances could be directed either to the system or to the Partner. The Partner’s utterances could be directed only to the User. Each participant acted as User during one trip and as Partner during the other trip. Each scenario involved two dialogues with the system: one for the outward trip, one for the return trip. Participants were not told that their facial orientation was analysed afterwards.
2.3 Data Capture and Evaluation Measures
Both participants were recorded with a camera during all dialogues. Detailed analyses were conducted of the spoken utterances and the facial orientations. An utterance was defined in terms of a sequence of spoken words not interrupted by a break of more than 0.5 seconds. A change of facial orientation was only scored when people actually moved their head.

3 Results and Discussion

3.1 Facial Orientation as Cue
22 dialogues were recorded (2 other dialogues were not recorded due to technical failures). We analysed the facial orientation of both participants during the utterances. Table 1 shows the results of the analyses of facial orientation, which include Looking at screen, Looking at other (this can be the other person or something else) or switching facial orientation during the utterance (Switch).

<table>
<thead>
<tr>
<th>Speaker</th>
<th>Addressee</th>
<th>Look at screen</th>
<th>Look at other</th>
<th>Switch</th>
</tr>
</thead>
<tbody>
<tr>
<td>User</td>
<td>System</td>
<td>115 (94%)</td>
<td>5 (4%)</td>
<td>3 (2%)</td>
</tr>
<tr>
<td></td>
<td>Partner</td>
<td>294 (57%)</td>
<td>64 (12%)</td>
<td>158 (31%)</td>
</tr>
<tr>
<td>Partner</td>
<td>User</td>
<td>292 (60%)</td>
<td>54 (11%)</td>
<td>138 (29%)</td>
</tr>
</tbody>
</table>

Table 1: Facial orientation during utterances in 22 two-person interactions.

We see that Users looked at the screen while they were talking to the system in 94% of the cases. This is not surprising given the fact that users had to tap the screen before starting to talk to the system. However, the User also looked at the screen in 57% of the cases where s/he was talking to the Partner. Similarly, the Partner looked at the screen in 60% of the cases when talking to the User. These results are better predicted by Argyle’s “Situational Attractor” hypothesis than by the Conversational hypothesis.

3.2 Design perspective
From the point of view of design, let us assume that we use facial orientation as a cue to identify the addressee of the utterance, taking utterances where the speaker looks at the screen as addressed to the system and utterances where the speaker looks elsewhere as utterances meant for someone else (the speaker here can be either the User or the Partner, since the system cannot distinguish between the two). The results show that such a strategy would produce many False Alarms in the current situation, i.e. cases where the system thought it was being addressed whereas in fact the speaker was talking to someone else. Applying metrics from Information Retrieval, that are commonly used to evaluate the effectiveness of cues, this strategy gives high Recall [hits/(hits+misses)] of .93, but a very low Precision [hits/(hits+false alarms)] of .16. This is a bad result because we want to get high Precision, corresponding to discarding as many irrelevant utterances as possible.

Therefore we looked at other cues that might help differentiating between utterances directed to the system and utterances directed to the partner. It should be noted that we might have used tapping behaviour rather than gaze behaviour, and this would have given us almost perfect Precision and Recall. However, the Tap-and-Talk interface was used mostly for sake of convenience; in fact we aim at an interface that supports interaction without requiring the user to indicate by tapping when s/he wants to address the system. From the recordings of the experimental sessions we found that utterances directed to the partner tended to last longer (mean = 1.7 s) than utterances directed to the system (mean = 1.1 s). Figure 2 shows that the difference in the mean is due to a much longer tail for utterances directed to the Partner.

![Figure 2: Frequencies of utterance lengths combined with facial orientation](image-url)
Figure 2 shows the effects of combining facial orientation and utterance length. If we put a threshold at an utterance length of 1 second, we exclude extra 330 utterances, but also falsely reject extra 31 utterances meant for the system (giving Higher Precision, .25, at the expense of lower Recall, .68). Setting the threshold at 2 seconds gives Precision and Recall of .19 and .88, respectively.

Conversation Analysis has shown that eye gaze (and facial orientation) is not only governed by “looking at the addressee” but also by “looking at the speaker”. If we include the facial orientation of the Non-speaking participant as an additional cue, we get the results in Table 2, showing the effect of combining gaze behaviour of both participants and a threshold for utterance length of 2 seconds. Precision and Recall for Table 2 are .21 and .80, respectively, giving better Precision (although still quite low) with reasonable Recall.

Other cues such as utterance length provide additional information for discarding irrelevant utterances, but at the expense of rejecting more utterances that are in fact addressed to the system. Further experiments need to be conducted in order to determine optimal levels of Precision and Recall. We don’t know whether discarding utterances that are in fact addressed to the system should be avoided or whether modest levels of discarding relevant utterances are in fact acceptable if it prevents the system from reacting to many irrelevant utterances. Furthermore, we need to experiment with a different architecture, where the system would not simply decide whether an utterance is addressed to the system or not, but where the system weighs gaze behaviour against the confidence levels that are computed in the speech recognition module.
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### Table 2: Combination of facial orientation of both participants and a 2 second threshold for utterance length.

<table>
<thead>
<tr>
<th></th>
<th>Both look at screen and &lt; 2 sec</th>
<th>Not both look at screen or &gt; 2 sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>Utterance for system</td>
<td>98 (80%)</td>
<td>25 (20%)</td>
</tr>
<tr>
<td>Utterance for partner</td>
<td>362 (36%)</td>
<td>638 (64%)</td>
</tr>
</tbody>
</table>