Vision-Speech System Becoming Efficient and Friendly through Experience
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Abstract: This paper presents a vision-speech system for service robots that can learn the user’s customs and objects fixed in the environment while helping the user, and can perform their tasks more efficiently with less user’s burden. We are working on a service robot that brings objects ordered by the user through speech. The robot needs vision to recognize the objects. It asks the user for help by speech if its vision fails. In early stages, it asks the user for help many times and vision takes time to detect the objects. In later stages, however, the user does not need to say details because the robot knows where the objects usually are through experience. Moreover, the vision processing time is greatly reduced because it knows what operations can work in such cases. Experiments using a robot system show the usefulness of the proposed system.
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1 Introduction

As the number of senior citizens increases, more research efforts have been made to develop service robots used in the welfare service (Ehrenmann et al, 2002; Hans et al, 2002). Speech interfaces are considered proper interface means for such robots. Thus we are developing a service robot that brings things ordered by the user through voice and gestures (Takahashi et al, 1998). In addition to gesture recognition, such robots need to have a vision system that can recognize objects mentioned in speech. We have proposed the mutual assistance between vision and speech to realize a reliable user-friendly robot system (Yoshizaki et al, 2002). The vision module helps the speech understanding module by finding the objects mentioned in speech. The latter assists the former through the interaction with the user through speech. When the vision system cannot achieve a task, the robot makes a speech to the user so that the natural response by the user can give helpful information for the robot’s vision system.

This paper presents our extended work under this vision-speech cooperation framework. It is acceptable during some initial period from the arrival of the robot to the user’s home even if the robot takes much time to find an ordered object by vision and the user needs to make several instructions by speech. However, the user may not use the robot if this situation continues. Humans expect that the same or similar orders can be carried out faster and easier at later times. We propose a vision-speech system to meet this expectation.

In everyday life, objects that the user wants to ask the robot to bring, such as books, fruits and tissue papers, are usually put on a small number of places for each object. If the robot learns these places, it can restrict the search area to improve efficiency. Moreover, vision processes themselves can be faster. We cannot expect that a single fixed vision algorithm can work all the time at all locations. Thus, our vision system has various vision routines with several parameters and tries every possible combinations of the routines with every possible parameters to detect ordered objects when no additional information is available. If it knows that the current target object is often found at a certain place and remember the combinations and parameters effective there, it tries them first to improve efficiency. This location information is also used to reduce the user’s burden in speech. For example, if the robot knows that the ordered object is almost always at a certain place, it asks the user just to confirm the location. The user can simply say ‘yes’ except in irregular cases.

This paper describes how we realize the system mentioned above and shows experimental results.
2 Overview
In this paper, we mainly describe how the system reduces the user’s speech burden through experience. Before that, this section gives the overview of the total system.

We use ViaVoice by IBM for speech recognition. We divide the speech recognition output into morphemes and parse them using the software developed at Nara Institute of Advanced Science and Technology (Matsumoto et al., 2001).

The system knows the user’s order from the results of the basic speech analysis. However, some important information may be lacking to actually activate the action. Since the task of our robot is to bring the objects asked by the user, the most necessary information to carry out the task is the location information of the target and other related objects.

When the system has recognized words indicating objects including names of people, it checks whether or not the positional information related with the words necessary to carry out the action has already been obtained. If not, it starts the process to obtain the information.

The objects registered in the dictionary are classified into two groups: things that move frequently and easily and things that do not often move. We call the former detached objects, and the latter attached objects by adopting Gibson’s terminology (Gibson, 1979). He has classified things to be perceived by vision into five categories: places, attached objects, detached objects, persisting substances, and events. Attached objects are fixed to places and become the features of them.

Attached objects include such as ‘bookshelf’ and ‘desk.’ These objects do not often move. Thus once their positions are obtained, the system can use the position data as default values in future. However, these objects are generally large and cannot be represented by simple image features. Vision is not good at recognizing these objects. Thus, for these objects, we use the assistance by speech from the beginning if their positions have not been obtained (Yoshizaki et al., 2002).

Attached objects can restrict the search area for a target detached object. If any attached object is not mentioned, the robot must search all area. Thus, during some period from the beginning of the use, to detect multiple color plates by turning the camera. Since the positions of the plates are given in advance, it can calculate its current position, registering the position on the map.

When the attached object is later mentioned by the user, it finds the color plates to know its current position, calculating the necessary movements from the current position and the object’s position written on the room map.

Attached objects include such as ‘book’, ‘apple’ and ‘names of people.’ Since objects represented by these words can move easily, the system needs to initiate the vision processes to find them when the user refers to them. Attached objects are defined by attributes such as color and shape. The system finds these objects from the results of image processing modules to detect the related attributes. It tries all possible combinations of image processing modules with all possible parameter changes. Even though these trials, if the target object cannot be detected by vision, the system calls for the assistance through speech. When the target object has been found, the system puts the object name, the successful combinations of image processing modules with the parameters, and the location into the memory as history data.

The history data is used to select effective image processing modules quickly at later times. If no history information about the target object is stored in the system, all the combinations are tried as mentioned above. If any, however, the efficiency can be greatly improved. The system searches the history data for similar experiences in terms of the object name and the attached object and tries the combinations in these cases first. For example, if ‘an apple on the table’ is requested and there have been several such cases before, the successful combinations in these cases are first applied.

The history data is also used to reduce the user’s burden in speech. The system calculates the probability where the object exists from the past history, and chooses the action that is most comfortable for the user. Details of this part is described in the next section.

3 Friendly Interaction with the User
Attached objects can restrict the search area for a target detached object. If any attached object is not mentioned, the robot must search all area. Thus, during some period from the beginning of the use,
the robot asks the user to give a related attached object if he/she does not mention it. For example, if the user says, “Get me an apple,” the robot asks, “Where is it?” expecting an answer such as “That’s on the table.” We believe that such interaction is acceptable at earlier times but desirable to be avoided after some period. In our conversation, we tend to omit the parts that the partner can understand even if we do not mention them. If a particular detached object is almost always placed on a certain attached object, the user may omit the attached object in his/her instruction for the detached object. The user expects the robot to know this fact after asking it for the object several times. On the other hand, we cannot exclude the possibility that the user may omit the attached object just by forgetting to mention it. If a certain detached object usually exists on one of a few particular attached objects, it might be more comfortable for the user if the robot mentions these attached objects and asks which one, rather than asking where it is. We propose a dialog system that can deal with these situations by considering the history and the cost of action and communication.

For the present target detached object, the system examines the history data, calculating the association probability that it is found on (at, in) each attached object. The probability is defined by,

\[(\text{the number of cases associated with the attached object}) / (\text{the total number of cases for the detached object})\].

In the current implementation, we consider only two attached objects A1, A2 that give the highest probabilities: p, the highest, and q, the second.

We consider the following costs for the user.

A: Cost for correcting the action that the system mistakenly performed.
B: Cost for correcting the dialog that the system mistakenly performed.
C: Cost of answering to a description type question such as “Where is it?”
D: Cost of answering to a selection type question such as “Is it on X or Y?”
E: Cost of answering to a yes-no type question such as “It is on Z, isn’t it?”

When the robot needs to find a particular detached object, it calculates the expected cost for each possible action. Possible actions considered here are as follows.

**Action 1.** The robot assumes that the object exists on the attached object with the highest probability, moving there automatically. In this case, the user does not need to do any additional thing if the assumption is correct. Otherwise, however, he/she must pay Cost A. Thus, the expected cost in this case is, \((A+C)(1-p)\).

**Action 2.** The robot also assumes the same as in Action 1. However, it asks the user for confirmation by saying, " <the object> exists on (in, at) <the attached object>, isn’t it?” The expected cost is, \(Ep+B(1-p)\).

**Action 3.** The robot assumes that the object exists either on the highest-probability attached-object or the second. Then, it asks the user, " Is <the object> on (in, at) <attached object A1> or on (in, at) <attached object A2>?" The expected cost is, \(D(p+q)+B(1-p-q)\).

**Action 4.** The robot does not use the history data and asks the user, "Where is it?” In this case, the cost is, \(C\).

The robot selects the action with the lowest expected cost. It is difficult to determine the absolute values for Costs A-E, and they may vary depending on the user. However, we can assume the descending order, \(A>B>C>D>E\). In the experiments described in the next section, we use the following values: \(A=8, B=6, C=3, D=2, E=1\).

### 4 Experiments

#### 4.1 Dialog Selection

We observed a person’s life and performed simulation experiments based on the observation results to examine the effectiveness of the dialog simplification. We asked a subject to keep records of the positions of the TV remote controller, a tissue-paper box, and the alarm clock when he wanted to get them. The observation results are, for example, a tissue paper box was under the table, on the TV, and anywhere else, 73%, 17%, and 10%, respectively.

Then, we performed simulation experiments. We assume that the user asks the robot to fetch these three detached objects many times. The simulation program makes these objects happen to exist at places according to the probabilities obtained in the observation. Figure 1 shows the running-average cost. This clearly demonstrates that our method reduces the user’s cost.

#### 4.2 Robot Experiments

We performed real-world experiments although in small scale. We use Pioneer 2 by ActivMEDIA as
a robot. The current system does not have a robot arm. Thus, we consider it success if the robot reaches the attached object and finds the detached object ordered by the user.

We asked the robot to bring a pair of gloves. The gloves were found on the table three times, on the carton box twice, and on the desk once before this experiment. Then, we asked the same order again.

The robot calculated the action costs: 5.5, 3.5, 2.7, 3.0 from Actions 1 to 4, respectively in this case. Thus, it took Action 3, asking, "Are the gloves on the table or the carton box?" The user answered, "On the table." Then, the robot moved to the table and performed object recognition. Figure 2 shows the input image. Figure 3 shows the detection result. When the robot first tried to recognize gloves on the table, it examined 1,152 combinations, detecting candidates 104 times, among which six were glove cases. In this seventh trial, it executed 16 sequences of operations, detecting a candidate 14 times. The gloves were detected 13 times. The processing time for the first trial was about 3 minutes whereas about 5 seconds for the seventh. The experimental result shows the efficiency of the proposed method using the history data.

5 Conclusion

We have proposed a vision-speech system for service robots that can learn the user’s customs and objects fixed in the environment while helping the user, and can perform their tasks more efficiently with less user’s burden. Experiments using a robot system show the usefulness of the proposed system.
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