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Abstract: We cast a design view on the interactions that occur when humans face (interconnected) adaptive systems. As humans are also adaptive, the combined behavior of such systems and humans can exhibit various phenomena that are especially of concern to designers of adaptive systems dealing with the inherent complexity of systems, systems’ interfaces, interconnectivity, and other design factors. Based on examples of interactions between humans and systems at different levels of complexity, we propose a hierarchical taxonomy of increasingly complex challenges that system engineers will encounter when designing adaptive systems. Among adaptive systems, the taxonomy distinguishes closed and open systems, embodying processes that are unaware or aware, and finally, friendly and hostile. This taxonomy can be of use in designing these systems and their interfaces, as it helps to categorize the information needs of users. In fact, systems at various levels in the hierarchy need to offer certain cognitive affordances for users to operate these systems successfully. We illustrate how complex the information needs of users in these different situations can be, and formulate emerging design research questions. These could be of particular interest to designers who create intelligent systems, products, and related services in a societal context.
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1. Introduction

Scientific and technological progress enables us to create new types of products, systems, and services. In particular, miniaturization, affordability, and the advancement in design of interactive and intelligent systems extend the range of situations and applications where we can now create products or systems that can react on changes in their environment without explicit prompting from their direct users. These systems often have a repertoire of actuators and sensors through which they perceive certain characteristics of their environment, and a ‘policy’ which makes them ‘choose’ an ‘appropriate’ action adapted to a given situation.

From a user point of view, these systems act independently, adapting to changes in the environment or in the situation, e.g., for traffic situations as will be described below. When such systems are introduced in a given environment, they may bring positive changes and even save users time and trouble. But they also will introduce changes in this environment, changes to which the user needs to adapt, for instance, uncertainty, ambiguous signals, and behavior that changes and adapts over time. Aarts and de Ruyter propose and rank (from low to high adaptivity) the following ambient system intelligence levels: (1) context aware, (2) personalized, (3) adaptive, and (4) anticipatory [1]. Although this specific level system is useful for intelligent environments, we try to address a general niveau by following the definition of complex adaptive systems [2]: A complex adaptive system consists of inhomogeneous, interacting adaptive agents; adaptive means capable of learning; an emergent property of a complex adaptive system is a property of the system as a whole which does not exist at the individual elements (agents) level.

As the number of systems keeps growing, their effect on the environment accumulates, and the user’s position in his environment changes, first gradually, but later more extensively [3]. This happens because the user will, eventually, interact more and more with his environment through these systems, so his interaction with his environment becomes more and more indirect and mediated through electronic systems. The range of the environment tends to expand, and the interaction with the environment may become more varied, wide-ranging,
sophisticated, and extensive, but also more incomprehensible, ambiguous, conditional, complex, and artificial.

We assume that there are clear trends to be observed here, and that designers should investigate these trends closely to achieve a better fundamental understanding of the various trade-offs and design issues that play a role in them. We can see that there are specific problems resulting from these trends, problems that users are currently already facing [4]. Clearly, these problems relate to new design decisions that need a novel framework of thinking which can result from a careful analysis [5].

2. Interaction Patterns and Societal Trends in Technological Realities

As humans, we find ourselves involved in complicated causal chains of interaction, where we juggle a large number of external demands and internal objectives. Furthermore, these causal chains are shaped by the distribution of power and the exertion of social pressure. Therefore, this network is seemingly becoming increasingly large, fast, dense, and sophisticated.

Naturally, as social creatures, humans have always been a part of a large network of interactions [6]. Accordingly, our societies have already developed cultural conventions, as well as legal rules that supported our functioning within these networks. However, many of the regulating features that have been developed and which are currently embedded in our habits, institutions, laws and culture, have all evolved under circumstances that may now no longer be warranted. The existing culture, institutions, and laws are still largely based on certain outdated assumptions about the flows of information in the aforementioned causal chains of interaction: Firstly, interaction patterns are still assumed to work at a human pace. This reflects the historical fact that changes in the causal networks surrounding us were largely driven by humans. Secondly, the topology of the causal network was considered to be more or less static or only subject to very slow changes [7]. This reflects the historical fact that the creation of connections in the causal network was costly, labor intensive, and time consuming. Thirdly, our culture still assumes that the timeliness, cost, and frequency of interactions largely depend on proximity, which is indeed still dominant in face-to-face interaction. This reflects the fact that most interactions were direct physical and mechanical interactions, e.g., pushing buttons on the dashboard of a car or operating a screwdriver, and these interactions were therefore clearly localized. Fourthly, another assumption that may have been valid for most civil interactions throughout history, but which is now no longer warranted, is the explicit presence or absence of anonymity, the reciprocity or symmetry (at least in terms of available information) in certain types of interactions between different parties. Finally, our assumptions are still limited to expecting contradictions, ambiguity, and uncertainty in human counterparts of interaction [8]. This is and will be changing drastically: complex intelligent devices, systems of such (remote) devices, and services will involve more uncertainty than ever before [9]. They will operate on more uncertainty, but also create more uncertainty themselves. A good example are automatic stock trading agents, which utilize limited models about the behavior of the market, and by trading, they let the market slowly deviate from the models as they exploit the model with tailored heuristics.

We ought to explain why we think this matters to designers and system engineers [10] [11]. Whereas Industrial Design, until recently, used to be about form giving, efficient manufacturing, product aesthetics, and ergonomics, nowadays it encompasses much more [12]: first, classical products such as coffeemakers and shavers have embedded electronics, so industrial designers also had to take responsibility for the behavior of the embedded software. Then all similar products, and of course also mobile phones and televisions etc., became Internet enabled. So now they are part of complex socio-technical systems and the designers are co-responsible for the efficiency, the trust, and the aesthetics of the interaction with these systems [13]. Consequently, the interactions and considerations addressed in this paper are of utmost importance to the design community [7].

As designers, we now need to acknowledge that many of the basic circumstances that shape human-product interactions are changing rapidly. Our design practice has not yet been adapted to these changes, and we need to make a conscious effort to avoid the threats that these developments may pose and grasp the opportunities that they may offer [14]. To identify these more clearly, we need to thoroughly study how adaptive systems present themselves from a human viewpoint, and how human users deal with such systems, either by operating on the assumptions of causality, or by finding new strategies to cope with the inherent uncertainty of adaptive systems [4].

3. The Human Point of View in Design

As the result of actions always lies in the future, purposeful human action is ultimately rooted in expectations [15]. More precisely speaking, what often motivates human action is some change that is (consciously or unconsciously; see [16]) expected as a result of this action. Actions are motivated by the likely changes in the environment that are expected as a result of these actions [17]. The expectations that humans have are dependent on their ideas, reflexes, skills, prejudice, and knowledge as well as on their current assessment of the given situation [18].

Human environments are extremely complex, and stretch far beyond human mental capacities, so humans are never able to fully predict the consequences of their actions [5]. Yet, in many natural situations, in which humans are competent, they are capable of predicting quite adequately how their actions can affect a certain environment. They understand which aspects of an environment tend to remain
static, and which will change as a result of their direct actions. But that is not all. They are also able to foresee (and deal with) the various spontaneous changes that may arise in the different elements of a given environment. So, as a rule, humans cannot only estimate the potential of their own actions in a given situation, but can also anticipate to a certain extent the spontaneous changes that may happen in various elements of their environment. Humans can have quite detailed expectations about the behavior of their environment, and they may also understand how various independent actors in their environment are interconnected and can influence each other.

For instance, an experienced cook that prepares various dishes simultaneously does not only know that dishes and spoons will remain where he puts them, but he will be able to foresee when to turn the meat or stir the sauce in order to keep it from burning, he knows how to initialize and control the many variables that determine the end result, and may know special tricks that enable him to deal with exceptions: He knows when to add a drop of water to save the mayonnaise. What is crucial for his competence is that he has reliable expectations about the current state of the system ‘kitchen’ and about the way in which different aspects of the system will evolve, and that he knows where and when to inspect the system to track its development. Last but not least he also knows how to intervene in order to steer the system in the desired direction and to avoid unwanted outcomes.

So, humans are able to predict where spontaneous (i.e. unprovoked) changes in their environment may occur, and how these events can influence the systems the user is currently interacting with. Humans know which elements in the environment they need to (consciously or subconsciously) monitor to manage changes or to react to them. Thus, in the following we will abstract from humans in more theoretical terms as smart adaptive controllers or responders with a limited foresight [19] [20].

To better understand how the human ability to take care of (complex) situations based on limited foresight may be affected (and perhaps even challenged) by some of the trends that we have identified, we will consult a model that can describe a human that ‘takes care’ of a situation, i.e., a system within an environment. Such a control situation is an environment with actors and products, in which a control task takes place [21]. This definition holds for more traditional ‘static’ systems as well as for adaptive systems. Such systems are specializations of control situations. The model is inspired by control theory and cybernetics and reframes control theory for ‘systems in contexts’ (see for ‘context’ [22]). In this discipline, ‘taking care’ of a control situation is described as a ‘control task’. The following short excursion into cybernetics will help us understand why different control situations lead to different types of control tasks which may be more or less challenging to humans, and it may also help us to identify the desirable aspects of a control situation that may make these tasks more or less demanding.

3.1. Human Control as a Cybernetic Task

The field of Cybernetics (from the Greek word κυβερνητική [kyvernítikí = “government”]) casts a structured view on control tasks [23]. The essence of a control task is that a ‘controller’ (for instance a human) who performs actions (provides inputs) that keep ‘essential variables’ of those objects and processes (the system within its environment) that matter to the controller (which may include the controller itself) within desired bounds. The controller protects or shields these variables from the possible influences of external disturbances: “In general, then, an essential feature of the good regulator is that it blocks the flow of variety from disturbances to essential variables” [23, p. 201]. A well-known classical example is the temperature controller in a room: when the (variable) temperature becomes too low, the heater is switched on. When too high, the heater is switched off. When there is a cold wind blowing from outside, that’s an external disturbance.

In the rest of this paper we focus on one control task chosen for practical reasons: driving a car. This example allows us to illustrate a number of important points of increasing complexity. At the same time we assume most readers are familiar with what it means to drive a car. An example for a user who is interacting with processes involving essential variables that need to be regulated is a person actually driving a car. We can assume that the driving process which involves interactions between the car, the driver, and the environment, is characterized by some state that is changing over time. To drive successfully, the driver needs to undertake many actions, which influence how the state of the process changes over time. These actions, the inputs from the driver (controller) to the process, need to ascertain that essential variables like distances, (relative) velocities, fuel level, engine temperature, or even his own fatigue remain within certain limits.

Such a control process can be modeled as an optimization process. We can assume that the driver tries to minimize some ‘error’ quantity that can be calculated from the values of certain essential variables. It is important for the driver to keep this error within certain bounds. The driver needs to keep the system state within a ‘safe’ region. If the driver is not able to do this, an accident may occur.

How the state of the process develops over time does not only depend on the inputs that the controller provides. There will also be external factors that influence the time development of the process. From the viewpoint of the controller these ‘external’ inputs constitute disturbances over which he has no direct control but for which s/he may have to compensate. In the example of driving a car, external inputs or ‘disturbances’ can be other drivers on the same road, animals, road conditions, weather conditions, the state of the brakes and the engine, etc. It is important to realize that the state of the process being controlled may not always be completely observable to the controller. Only certain aspects of that process may be observable. The collection of these aspects constitutes a certain (limited) view of the
controller on the process of interacting in the system.

The human now faces a ‘control task’. This task consists of ‘steering’ the process through the manipulation of the inputs, based on the observations that the view on the process allows. Despite the external disturbances, the controller needs to keep the ‘error’ of the process within the prescribed bounds. The very simplest example of this notion of being ‘within bounds’ could be keeping the car on the road. Secondly, respecting the min/max speed limits and thirdly keeping a safe distance from obstacles, but other types of bounds, not just literal bounds, are included as well.

The multitude of different influencing factors of a control task needs to be defined structurally. Figure 1 shows a special control situation, namely an adaptive system, consisting of one User A, the process to be controlled, other users (User B and C), and the environment. Embedded in the adaptive system are control tasks, which express the dynamics of the control situation, not just between primary user and process, but also between other users or the environment and the process. Finally, the process state is depicted as being a floating ‘dot’ that needs to be maintained in a ‘safe region’ to keep the process and potentially the entire adaptive system alive, by preventing fatal states.

Note that while the human user and the control task are depicted here ‘outside’ the controlled process, it can and will often be subjected to the consequences of its own control even inside the process. This is definitely the case, for instance, for a user driving a car.

3.2. A First Person View

When discussing control tasks related to a specific process we have to take different points of view of different users on the process into account: to one user, for instance, the partially autonomous reactions of the process may appear hostile, or confusing, while another user may experience the process’ behavior as appropriate or exactly as expected [24]. Designers of such a process need to adopt the various relevant potential views of key stakeholders or users to design a process that makes sense to them.

In the following, a taxonomy of steering tasks is presented, where a first-person-view from a controller, i.e. a user, to the process and its environment including other users (in total: a control situation) is presupposed as the relevant perspective to classify the steering-task. This presupposition (that tasks are classified as to how they appear from a first-person perspective) is essential, because we want to base design conclusions on our (rather abstract) taxonomy. Figure 2 illustrates this presupposition in the context of a product such as a car in traffic. From the controller’s (User A) point of view, not only the physical product is targeted by her steering task, but rather a whole control situation that combines the car (product), the road, signaling, weather (environment), and other users within the same environment. The same holds for all the other users in the control situation respectively. What might be experienced as product behavior can actually be a result of other users’ actions rather than truly autonomous behavior of the product.

This is the control situation model, which shall be used in the following to outline important design challenges. The model describes a control situation structurally (cf. Figure 1), but also as a collection of first person views (cf. Figure 2). Understanding an adaptive interaction setting as a connected system of users, process, and environment is a prerequisite of defining the task of designing such a system as a meta-steering task which needs to take all users’ steering tasks and experiences (actions and perceptions) into account to create a meaningful and holistic user experience. A designer should be able to temporarily adopt or assume all first person views that can be identified in the system of connected users and products, and design accordingly. Referring to the running example of controlling cars, this would be about how to design a crossing and associated traffic light system that optimizes traffic flow and still prevents accidents as much as possible. The designer has to understand the needs and temptations of various drivers approaching the crossing from different entry points. For innovative products and related processes, this requires the designer to predict and foresee potential future user actions. The taxonomy of steering and control tasks, which we propose in the following, highlights essential distinctions that help to guide the design process.

4. Taxonomy of User’s Control Tasks

It is clear that control tasks that humans may encounter
can differ substantially in terms of complexity [25], and difficulty [26]. The control situation model described above helps us to examine and distinguish various relevant factors that may determine how challenging the control task is: apart from the complexity of the system state and its associated dynamics, we also need to consider the nature and extent of the external disturbances, together with the completeness of the view of the controller, and also the tolerances on the errors which are permitted. In this section we will provide arguments to distinguish different types of control tasks. Based on these distinctions we create a taxonomy that can serve as a useful characterization of the main types of control tasks that humans will encounter in future ambient and smart environments. The taxonomy is presented in Figure 3 and its details will be explained below.

When the user perceives an adaptive counterpart (the process), the first distinction we make is between isolated and open systems. This distinction is based on the nature of the external disturbances that may jolt the process, or even the entire system. If the external disturbances to a process are so weak and predictable that their effects can always still be corrected after they have occurred (the ‘cared for’ process state can always be brought back into the safe region after a disturbance), then it follows that the control task can always be performed based on a view that is limited to the process itself. The entire system can effectively be monitored in isolation, and control can be based on a process view, which is completely unaware of all other events taking place in the environment.

However, if some external disturbances may actually be fatal, in the sense that it cannot be avoided that the process state leaves the safe region (cf. Figure 1) after such a disturbance has occurred, it is necessary to prevent these disturbances from affecting the process in the first place.

For these kinds of systems, the user cannot rely on actions that are solely determined by the view on the process. Once a potentially fatal disturbance has compromised the process, it may be fatally derailed, and it may already be too late to avoid system failure. Instead, the user needs to predict the external disturbance and its effect on the process state. The user’s view on the environment of the process is crucial here: He needs to be able to adopt a view that extends beyond the state of the process to be controlled, and he must consider other aspects of the environment, which therefore influence his actions. We can thus formulate the following distinction between isolated and open systems (see Table 1).

To illustrate the distinction between these two different types of control tasks through concrete examples, we look at a user driving and navigating a car through traffic scenario. One of the tasks the user is facing is to keep the car at the desired speed; we can call this cruise control.

Cruise control is an isolated control task as it regulates the speed of the car by taking the desired speed given by the driver as the reference value, the current speed as a sensor input and using this input to adapt the speed by accelerating the engine or braking. The task can be executed based on a limited system view, therefore it can, at least in this case, also be easily automated (i.e., modern cars with cruise control).

But, when navigating in traffic, there can also be external disturbances that are fatal; one needs to avoid collisions with obstacles and other cars. Avoiding the obstacles is a task that cannot be executed from an isolated system view. So, in this case we then deal with ‘open’ control tasks, where we need to monitor various other aspects of the environment to keep the system on track on the safe region.

### Table 1. Distinction between isolated and open systems

<table>
<thead>
<tr>
<th>‘Isolated’ or ‘bounded’ system</th>
<th>‘Open’ system</th>
</tr>
</thead>
<tbody>
<tr>
<td>Controllable from isolated system view;</td>
<td>Environment view;</td>
</tr>
<tr>
<td>Predictable behavior;</td>
<td>Unpredictable behavior;</td>
</tr>
<tr>
<td>Disturbances non-fatal;</td>
<td>External disturbances can be fatal;</td>
</tr>
<tr>
<td>Remediation possible;</td>
<td>Prevention of disturbances needed, i.e. developments in the system environment need to be anticipated and preventive action is needed;</td>
</tr>
<tr>
<td>Disturbances compensated after they occurred.</td>
<td></td>
</tr>
</tbody>
</table>

• **‘Unaware’ Disruptor**
  - Disruptor is blind to user’s input.
  - Prediction of disruptor’s actions is independent of our own control actions.

• **‘Aware’ Disruptor**
  - Disruptor is aware of environment and may even sense user’s input.
  - Complex prediction, dependent on our own action, possibly Intentional Stance [15].

### Table 3. Distinction between friendly and hostile (aware and disrupting) systems

<table>
<thead>
<tr>
<th>‘Friendly’ system</th>
<th>‘Hostile’ system</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cooperative, supportive process;</td>
<td>Challenging, non-cooperative process;</td>
</tr>
<tr>
<td>Signals reliable;</td>
<td>Signals may be unreliable;</td>
</tr>
<tr>
<td>System wants to be predictable.</td>
<td>System may/want to be unpredictable.</td>
</tr>
</tbody>
</table>
4.1. Dealing with Open Control Tasks

The tasks dealing with isolated systems as studied by control theory are extensively covered in the literature [27] [28], and are less interesting from a design perspective. What is of interest to designers, are the complexities that can arise in the ‘open’ control tasks. These are common in real life and do not yield so well to formal analysis. We have seen that, in order to deal with an ‘open’ control task, a user needs knowledge which extends beyond the immediate process she controls; she needs at least to be able to make some estimations about other elements in the environment that may create disturbances in her task. This presupposed, among others, whether her first person view of a process that adapts to the environment, and may produce disruptive counterpart, an element of the environment, may lead to a disturbance and a resulting fatal change of the system state?

If the user finds an element in the environment that may develop into a (fatal) disturbance of the process she may need to take appropriate action beforehand. The user needs to predict the future of elements of the environment that she does not control, in order to influence the process that she needs to control, and she needs to trust her prediction and act accordingly.

The situation resembles somewhat the way modern software engineering copes with unforeseen situations [30]. In early programming languages, the programmer was supposed to specify all situations and code the proper behavior. Contemporary languages support exception handling, a kind of rough classification of unforeseeable situations and what to do if they arise.

How well a user can deal with the presence of a possibly disruptive counterpart, an element of the environment, may now largely depend on the usability, but also reliability, with which she can predict its behavior, and on the complexity of the internal state that is attributed to this disruptor. Her ability to predict depends on her own ability to model this disruptive counterpart. Clearly, the models that she may employ can become very complex, and this is interesting from a design perspective as this model may even be supported by tools. For instance, nowadays, detailed short-term weather predictions are available, that can play an important role as planning aids for other applications. This poses no great problems as long as the behavior of such tools is largely straightforward. This, however, cannot always be guaranteed.

The disruptor that she tries to predict might be itself a process that adapts to the environment, and may produce various reactions. The prediction of such counterpart’s behavior is fundamentally more difficult than in isolated systems. In particular, a threshold is crossed if the process to be predicted may somehow sense the users own controlling action and may react to that. In this case, calculating a favorable action depends also on the user’s ability to predict how the other process may react to her action, and thus can become a significantly complex task.

In such cases, it may even be useful to attribute intentions to the disruptive process, in order to model it.

This leads to the next dichotomy, which distinguishes two types of ‘open’ control tasks. A user may have to predict the course of another process not under her direct control. This prediction becomes fundamentally more difficult if this process itself is an adaptive process that can take aspects of the surrounding control situation such as the user’s own action into account (see Table 2)

We already encountered concrete examples of control tasks involving ‘unaware’ and ‘aware’ disruptors: first, reacting to other ‘unaware’ obstacles in the environment, and second reacting to the other drivers that clearly are ‘aware’. Thus, driving a car in an empty road can be seen as a control task with unaware disruptors as the environment such as the road, trees on its side, a nearby forest, and in general the weather are certainly not aware of the driver, but can influence directly the conditions the driver has to deal with: during a thunder storm, a tree struck by lightning might fall onto the road and the rain might reduce visibility, posing an easily life-threatening danger to the driver. Driving in rush hour traffic, on the other hand, forces the driver to deal with ‘aware’ disruptors.

4.2. Dealing with ‘Aware’ Disruptors

The case where a user needs to respond to an adaptive process that can show various reactions to the user’s action is extremely interesting from a design perspective. In this case it is often impossible for the user to predict how this process will develop. On the other hand, however, this problem can now be alleviated because such an adaptive process may signal its planned actions or intentions [31].

The importance of signalling in this case is indisputable: for instance, signalling is often essential for synchronization, as the use of crude signals such as a car’s brake lights and turn-signals in traffic already illustrates. Also, signals help to interpret the actions of others and may therefore support cooperation or even social learning [32].

But its design potential reaches much further, as is obvious from importance of phenomena like body language and intonation in cooperation and communication. The use of more intuitive and embodied types of communication through adaptive artefacts therefore seems a promising field of design research: These artefacts may for instance help to direct human attention [33], assist in interaction with autistic children [34], or support inter-human communication in virtual environments [35]. We can conclude that in the interaction between adaptive processes, signalling is extremely important and opens up a huge design space.
which is still largely unexplored. While humans or adaptive processes may quite successfully communicate with others, the interpretation of their messages is unfortunately not always as reliable as one might hope, even if these messages have been carefully designed. The simple reason for this is that not all processes that we encounter need to be completely friendly or benign, or have interests that are aligned with our own. This means that controllers must, in certain cases, be aware that there may be adaptive processes in their environment that may not have their best interest at heart, and that might try to hinder our success or might even seek to do active harm (see Table 3).

It is clear that this last distinction is quite crucial, and has enormous importance for designers: they can often shape part of a control task, and may, for instance, determine the extent and scope of the signals that are exchanged in a control task. Moreover, for such control tasks, the traffic example is demonstrative as actions of fellow drivers on the road can be both cooperative and uncooperative: cooperative behavior on the road is the usual, expected, predictable case, where accidents are avoided and actually prevented by applying a ‘defensive’ style of driving, e.g., leaving space, signalling clearly, and avoiding abrupt changes of lanes and directions. On the contrary, there might be bullies, people who drive carelessly or even provoke potentially dangerous situations with unpredictable, irrational moves, i.e. unreliable signals. When messages are not necessarily true, and views are not necessarily reliable, the designer may well be forced to take sides between divergent interests. The person’s view on a process clearly plays a decisive role in her success to steer or control that process, and designers can determine that view to a certain extent. Furthermore, in a software and electronics age, the freedom in shaping this view has expanded in many ways. Designers should consider these issues because it may well be that their responsibility has increased lately [36]. It may even be possible, that, in order to take this responsibility, designers may need to cooperate more closely with lawyers, lawmakers, or legal professionals. As designers, we should try to avoid situations where users have to face the challenge of dealing with hostile disruptors.

An ‘aware’ disruptor is a cyclist who chooses to ignore a red traffic light and cross the road regardless of the traffic regulations (a situation not uncommon in many countries). Although the action is illegal and perhaps immoral, the cyclist still is observing the cars and trying to prevent a sure kill of herself. The car drivers are usually not pleased, but such a cyclist is still a fairly friendly disruptor. An example of a hostile disruptor is someone throwing a stone brick or a tile from a viaduct just to hit a car. Although this is illegal and immoral, it happens nevertheless (fortunately not very often, but it is hard for the police to trace and arrest the brick throwers).

5. From Theory to Application

In the last section, a taxonomy of different design challenges has been presented that implies a first-person view on adaptive systems [37]. The challenges that a process seems to pose to a user in a control situation may have a huge impact on the attitude of this user towards her interaction counterpart. As users are often involved in an increasingly more complex network of adaptive systems interfering with multiple users and their environments [38], the designer’s challenge is not only to design a part of such a system that behaves according to a single user’s expectations, but also to design elements that can function as part of a networked ecology of adaptive systems and still will be perceived by a majority of users as actively supporting tasks under various circumstances in such an environment [39].

While systems traditionally are understood as a composition of functional components and these elements are subordinate to the system, adaptive systems are a dynamic (transient) composition of users (human actors), processes, and the environment, in which interaction is performed as control tasks between the different ‘elements’ of the adaptive system. One of these elements is the process which users interact with, and, quite naturally, such an element of the ecology will be perceived differently by different users. These differences are not only due to different levels of understanding, expertise, intensity of use, or initial expectations, but first and foremost due to the respective roles of user towards this element. Additionally, these differences are due to the perspective that the different user have on this particular element. Mapping this to the taxonomy view, different users’ views can see a particular process in different ways: for instance, a process that seems hostile to one user may seem friendly to another and even ‘unaware’ to a third. The responsibilities of designers that change the ‘fabric’ of the network are far from clear. But it seems obvious that they should shoulder some responsibilities: while designers may not be able to avoid that some of their creations will, to some users, appear as hostile disruptors, they might be able to strive towards minimizing these misinterpretations, or perhaps ascertain that their creations, even when perceived this way, will at least communicate via reliable signals.

Certainly, new questions are raised: On the one hand, we need a better understanding how the design can make use of signalling or refinement of the interface between user and process to ensure certain desired perceptions and expectations. On the other hand, we need to research how the design can allow for transparency within the interface and process to show other users’ actions and allow them to transparently interact via the process.

6. Discussion and Conclusion

It is clear that humans are increasingly entwined in a complex network of (adaptive) systems (which is a complex system in itself) that is rapidly growing and covering many areas of human activity and interest. The speed, size, density and connectivity of this network are increasing rapidly.
This development offers many unprecedented possibilities to designers, but also poses new questions: We need ways to categorize different positions of humans (or artefacts) in this network, to cater for the various control tasks that humans need to perform, and to be aware of the basic assumptions that we make about these control situations.

In this paper we have proposed a hierarchical taxonomy of user challenges that can act as a starting point to help designers to group control tasks and determine at least some of the basic characteristics of a given control task that users will encounter. The taxonomy may, for instance, suggest in which control situations signaling may play a role, and to what extent controllers can allow themselves to rely on the content of the signals. The taxonomy also indicates that one of the promising areas of design research may well relate to control tasks where the crucial element is the synchronization and cooperation of a human controller with another adaptive controller. While these possibilities are exciting and leave much to be explored, our taxonomy also shows there is a case for concern. Although the characteristics of interactions with friendly or hostile processes are vastly different, it can happen that these types of interactions are extremely difficult to distinguish, both due to the support for long distance connections, and the almost unlimited flexibility and reproducibility of electronic interfaces and underlying processes (cf. challenges noted above).

It is therefore crucial that the control tasks and situations through which humans can interact with other humans or other systems guarantee or at least support interaction with a minimum of fairness. At present it is not at all obvious that this issue is being addressed [40]. If this does not happen, the position of individual humans in the network might become very vulnerable to say the least. If the current trends continue unabated, we have to face and address the following design challenges:

1. **Ambiguity**: Users will continuously interact (directly or indirectly) with process that can undertake an action they, as a user, did not initiate.

2. **Timeliness**: These processes may have (and often will have) fast or almost immediate access to information that informs or motivates their actions that users might not have access to.

3. **Lack of transparency**: Our knowledge about these processes, their existence, their presence, their structure, their true intent, their origin, and their functioning may be nil (or rather limited), even while we are interacting with them.

4. **Control**: Through these processes, we may participate in control situations, i.e., interacting with adaptive systems or other human beings, in ways that are not primarily determined by our intentions or attitudes towards these humans, but which are largely shaped by the way our interfaces to them are structured and organized.

It is fair to say that these trends are worrying. It is therefore imperative for us as designers and system engineers that we support and advocate the design of systems and the adoption of rules and practices that strengthen the position of individual humans in such adaptive environments.
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